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Feature Sparsity Auto-Encoders Variants of Auto-Encoders Applications in NLP
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Granularity of Feature

Feature Learning
representation algorithm

E.g., Does it have Handlebars? Wheels?

Motorbikes

“Non”-Motorbikes

Raw image Features

Handlebars
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Feature Sparsity

Auto-Encoders Variants of Auto-Encoders
foY Yolo) ofo

Shallow Feature

Sparse coding illustration

Natural Images Learned bases (¢, _g,): “Edges”
G NEN f—

Test example

=08 * 0.3 %

X ~08% ¢, +03% ¢, +05*
[ay, -, 3g4) = [0,0,..,0,0.8,0,.,0,0.3,0,..,00.5,0]

(feature representation) Meore succinet, hig_her-\eve\.
representation.
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Feature Sparsity Auto-Encoders Variants of Auto-Encoders
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Learning feature hierarchies

Learning feature hierarchies

Higher layer
(Model V3?)

Higher layer
(Model V2?)

Model V1

Input image

[Technical details: Sparse autoencoder of sparse version of Hinton's DBN.]

(Lec, Ranganath &
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Feature
(o] J

Topic Modelling

Facebook

From Wikipedia, the free encyclopedia

Facebook is a social networking website that was launched on February 43
2004. The website is owned and operated by Facebook, Inc., the parent compa
of the website and a privately held company. The free-access website allows
users to join one or more networks. such as a place of employment, or
geographic region to easily connect with other people in the same network. The
name of the website refers to th paper facebooks depicting members ofd
community that some Agrican ges and preg Y give
to incoming &t 1y, and std a way to get to know other peo)

topic: Social
/) network website

Mark Zuckerberg founded Facebook while still a
Website membership was initially limited to only H
expanded to include any university student. then higl
to anyone aged 13 and over.

but was later
and fin

The website has more than 64 million active Users worldwide.*! From September
2006 to September 2007, the website's ranking among all websites, in terms of
traffic, increased from 60th to 7th, according to Alexa.! It is also the moy_\
popular website for uploading photos, with 14 million uploaded daily. 12 Dye to the R ..
website’s popularity, Facebook has met with some il and ESRIGIEISY in topic: criticism
its short lifespan because of iEEIEoNEemS, the BEINSSINENS of its fomy

T

and

90>
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Sparsity
[ o]

Signal Processing

@ Nyquist-Shannon Sampling Theorem
fs>2B (1)

o Compressed Sensing
A paradigm shift that allows for the saving of time and space during
the process of signal acquisition, while still allowing near perfect
signal recovery when the signal is needed.
It is possible to fully recover a signal from sampling points much
fewer than that defined by the above sampling theorem.
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Sparsity
oe

Compressed Sensing

Given x of length N, only M measurements (M < N) is required to fully
recover X when x is K-sparse (K < M < N).
Three essential criteria:

@ Sparsity

@ Incoherence

@ Non-linear Reconstruction
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Sparsity
oe

Compressed Sensing

Given x of length N, only M measurements (M < N) is required to fully
recover X when x is K-sparse (K < M < N).

Three essential criteria:
@ Sparsity
@ Incoherence

@ Non-linear Reconstruction

The number of significant (strictly speaking, nonzero) components is
relatively small compared to signal length.
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Sparsity ncoders ants of Auto-Encoders Applications in NLP
[ole] le]ele]e]

Sparsity Representation

1
N P
o (y-Norm: [|x||, = (Z \azi|p>
i=1

@ /p-norm counts the number of non-zero components of x.
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Sparsity
Oe000

Sparse Modelling

A sparse

& random
vector

A fixed Dictionary

manHDa] X]||2 st |lajll, <T
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Sparsity
00800

Uniqueness

D and x are known,
min [|afl, st x=Da (3)
«

Spark: 0 = Spark(D) is the smallest number of columns that are linearly

dependent.
10 0 01

eg. 010 01 =3
001 o0 o0}
000 1O0

If we found a representation that satisfy § > [|a|,, then necessarily it is
unique (the sparsest).
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Sparsity
000e0

Sparse Coding

Problem Setting:
min|jaf, st [|[Da—x|3<é? (4)
«

e Greedy Methods - Matching Pursuit (MP)
@ Relaxation Methods - the Basis Pursuit (BP)

min [|af]; st ||[Da-—x|, <e (5)
[0}
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Sparsity / ncoders a o} coders Applications in NLP
0O00000e

Dictionary Learning

K-SVD:

Initialize
]

S
Sparse Coding

Use Matching Pursuit

Dictionary
Update

Column-by-Column by

We should solve:
Min oy QII -

2
el
dy ;o / \ F
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Auto-Encoders
[ ]

Basic Autoencoder

input code reconstruction
encoder ¥ decoder

Error

x €[0,1]%, y €[0,1], z € [0,1]¢
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Auto-Encoders
L o)

Basic Autoencoder (Cont’)

y = fo(x) = s(Wx +b), z= gy (y) = s(W'y +b)

6*,0™ = argmin — Z L(x%, 20 (6)

m
0,0’ i—1

where L is a loss function such as squared error L(x,z) = ||x — z|[*. An
alternative loss is reconstruction cross-entropy:

d
Ly (x,2) = H(Bx||B;) = = ) _ [y log 21, + (1 — ;) log(1 — z)]  (7)
k=1

0%, 0" = ar%gunE ox) (L (X, gor (fo(X)))]
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Auto-Encoders
oe

Regularized Auto-Encoders

The simplest form of regularization is
weight-decay which favors small weights.

m =1
huslx) gm0 = [iZJ(wcb;xm,ym)} | %Z

i=1

st St

>3 ()’

I=1 i=1 j=1

- [5G v0) |+ 335 35 55 )

i=1 =1 =1 j=1

Layer L, Layer Ly

LayerL,
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Variants of Auto-Encoders
[ le]

Sparse Auto-Encoders

reconstruction

input
encoder
X code 2
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Variants of Auto-Encoders
oe

Sparse Auto-Encoders (Cont’)

S2
Jsparse(wab) = J(Wvb) +BZKL(p||ﬁJ) (9)
Jj=1
R P L—p
KL(pl|p;j) = plog — + (1 — p) log —— (10)
Pj L=p;

where p is a sparsity parameter, which specifies our desired level of
sparsity, typically a small value close to zero (say p = 0.05).

pi= = ) ()

If p; is close to p, the hidden unit's activations must mostly be near 0/; ’
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Variants of Auto-Encoders
e0

Denoising Auto-Encoders

Ly(x,z)
fﬁ 9o AV
-7 \
> N
N
~
N

RORO Ol (00000 (0000

X ~ ¢p(X|x), the stochastic corruption process consists in randomly
setting some of the inputs (as many of half on them) to zero.
y = fo(X) = s(Wx +b), z=gp(y) = s(W'y + b)
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Variants of Auto-Encoders

oe

Denoising Auto-Encoders (Cont’)

¢"(X,X) = ¢ (X)ap(X|X)d;, % (Y) (12)
where d,(v) puts mass 0 when u # v.
0*, 0™ = argmin EqO(X,X) (L (X, ggl(fg(X)))] (13)

0,0'

Manifold learning perspective:
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Variants of Auto-Encoders
@00

Contractive Auto-Encoders

If input x is mapped by encoding function f to hidden representation h,
this sensitivity penalization term is the sum of squares of all partial
derivatives of the extracted features with respect to input dimensions:

[PZESIFEDS (8?;; )> (14)

ij

which encourages the mapping to the feature space to be contractive in
the neighborhood of the training data.
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Variants of Auto-Encoders
(o] le}

Contractive Auto-Encoders (Cont’)

Joap(0,0') =Y (L(x, gor(fo(x))) + | J5(x)[17:) (15)
xeD

In the case of a sigmoid nonlinearity, the penalty on the Jacobian norm has
the following simple expression:
dl

d
T = (hi(1 = he))* Y W7 (16)
=1

i=1
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Variants of Auto-Encoders
[ofe] ]

Relationship

@ In the case of a linear encoder (i.e. when f is the identity function),
CAEs and AEs+wd are identical.

@ Sparse Auto-Encoders that output many close-to-zero features, are
likely to correspond to a highly contractive mapping.

@ Robustness to input perturbations was also one of the motivation of
the denoising auto-encoder. CAEs explicitly encourage robustness of
representation, whereas DAEs encourages robustness of
reconstruction.
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Variants of Auto-Encoders
[ Je]

Saturating Auto-Encoders

A simple new regularizer for auto-encoders which encourages activations in
the saturated regions of the corresponding activation function.
The auto-encoder function is defined as:

G(x, W) = W F(Wx + b) + b/ (17)
d/

L= Y b (WEWs b)) 42 Y (W +b) - (19)

xeD =1

where F' is the vector function that applies the scalar function f to each of
its components. f will be designed to have the saturation regions.

(z) = inf z—2 19
/ ( ) z’E{z|f’(z):0}| ‘ ( )

fe(2) corresponds to the distance of z to one of the flat spots of f(z).<
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Variants of Auto-Encoders
oe

Relationship

@ The following equation adjusts the weights so as to push the
activations into the low gradient (saturation) regions. CAEs indirectly
encourage operation in the saturation regions.

N 2 d d
Z(?Z) =SS Wiy 02 WP | (20)

ij i=1 j=1

@ The shrink function is particularly compatible with £; minimization.
SATAEs are a generalization of sparse auto-encoders.

abs(x) x| >T

shrinkc(z) = { 0 elsewhere

(21)
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Applications in NLP

Chinese Word Segmentation

Text Window Denoising Autoencoder: Building Deep Architecture for
Chinese Word Segmentation (Wu et al., NLP&CC 2013)

Expected
Data

Reconstructed
Data

Decoder

Encoder

Noised
Data
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Applications in NLP
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Semantic Indexing

Applications in NLP

Dynamic Auto-Encoders for Semantic Indexing (Mirowski et al., NIPS

Workshop 2010)

document
zBI(+1
classifier g3 @D
¥(1)
encoder f3,
decoder hs
document @)
zB (1
classifier g2 @D
(1)
encoder f2,
o decoder ha
cument A
classifier g1 2y
dynamical
‘model s encoder fi,

decoder b1

(a) 3-layer deep auto-encoder

el b ||l 2 — 2 13

b (zt; Wa)
. X4
Zt

T o L

(b) Layer 1
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Applications in NLP

Sentiment Analysis

Semi-Supervised Recursive Autoencoders for Predicting Sentiment
Distributions (Socher et al., EMNLP 2011)

Recursive Autoencoder

Predicted 500 0)y3=f(W™[xs;y,] + b)

= | ;
Sorry, Hugs _YouRock _ Teehee 1Understand Wow, Just Wow s‘?“t'.me".'t (Go60) (0000)
Distribution

Semantic
Representations

J Indices
i walked into a parked car Words
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Than < you!

Q&A?

Email:tjzhifei@163.com
Weibo:QF) # 7k _& &
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